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Introduction

In March 2022, a fake video of Ukrainian president Volodymyr Zelensky telling his soldiers to 
lay down their arms was posted on a Ukrainian website. The video also appeared on Facebook, 
Twitter, YouTube, and a host of Russian channels.1 A similar video shared on the social platform 

Telegram surfaced in November 2023 in which the head of Ukraine’s armed forces, General Valery 
Zaluzhny, is heard making a similar speech.2 Other fake videos of Zelensky show him sporting a 
swastika and appearing in a Pride parade.3 Widely believed to have been created and disseminated 
by Russia, these fakes reflect the use of advanced information technology methods to covertly 
influence warfare and shape the broader information environment in Russia’s favor.

This state of affairs is only likely to worsen with the rapid proliferation of deepfakes, or artificial 
images generated by artificial intelligence (AI), as well as manipulable digital media in general. 
As AI has improved, deepfakes have gone from primitive to highly realistic, and they will only get 
harder to distinguish. (A representative list of some popular tools for generating synthetic artifacts 
is provided in the appendix.)

This proliferation of AI provides an unparalleled opportunity for state actors to use deepfakes 
for national security purposes. In addition to the Zelensky and Zaluzhny videos, there have been 
numerous uses of deepfake technology in the context of politics and international conflict. In May 
2023, deepfake videos claimed to show the Kurdistan Workers’ Party (PKK) terror group endorsing 
Kemal Kilicdaroglu, the main opposition candidate for the Turkish presidency. Another deepfake 
against an opposition candidate, this time allegedly pornographic, led him to step down from the 
presidential race.4 In January 2024, a robocall that faked President Joe Biden’s voice advised New 
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Hampshire residents not to vote in the presidential primary.5 There are reports that the Venezuelan 
government used deepfake technology (specifically the Synthesia tool shown in the appendix) to 
generate deepfakes of news anchors portraying the Venezuelan economy in glowing terms.6 

The Synthesia product was also reportedly used to generate videos supportive of the 2022 coup 
in Burkina Faso.7 Initial versions allowed users to use their own visual likeness or an avatar to 
generate a video in the voice of the individual portrayed. Recent updates can convert “text-based 
sources [inputs] into full-fledged synthetic videos in a matter of minutes.”8 However, unscrupulous 
individuals may use similar technology to generate highly realistic videos of nonconsenting 
individuals. It is therefore only a matter of time before politicians, military leaders, and others are 
falsely accused, through weaponized audio and video, of participating in acts they never carried 
out. These deepfakes may include made-up speeches, fake murders, and other provocative acts.9 

On the positive side, deepfakes have been used for various legitimate purposes, labeled here as 
“beneficial deepfakes.” One example is the set of deepfakes of soccer superstar David Beckham, 
who was portrayed supporting an antimalaria message in which he speaks in a host of foreign 
languages; the visual content is real, but the audio is not. These messages, created by Synthesia, 
were presumably generated with his consent.10 An Indian politician had previously used a similar 
idea to create deepfake videos of his own political speeches in 20 languages using his own voice, 
enabling him to share his political message more effectively.11

Will the lure of deepfakes, whether beneficial or malign, prove irresistible to democratic 
governments? If the past is a guide, the answer seems to be a resounding yes. Photoshop and similar 
tools have long allowed the easy editing of images, and deepfakes bring this phenomenon to a new 
level.12 September 2022 saw reports of the U.S. military using fake Twitter, Facebook, and Instagram 
accounts to promote a pro-Western message in Central Asia and the Middle East.13 In February 
2023, leaked documents revealed the U.S. military may be actively seeking to run covert overseas 
influence campaigns that use deepfakes to “generate messages and influence operations via non-
traditional channels.”14 

Will the lure of deepfakes, whether beneficial or malign, prove 
irresistible to democratic governments? If the past is a guide, the 
answer seems to be a resounding yes. 

It will not be long before major democracies, including the United States, start or at least consider 
using deepfakes to achieve their ends, if they have not already done so. This paper examines 
hypothetical cases in which deepfakes might be used and argues that deepfakes should not be 
used without a clearly articulated set of guardrails that consider both the benefits and the risks of a 
proposed government-run deepfake-enabled operation.

There is need for an unbiased evaluation of the trade-off between the short-term benefits and long-
term risks of a hypothetical deepfake campaign by a democratic nation. Moreover, a transparent 
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and publicly articulated process is required for performing such evaluations, even if the details 
of a specific deepfake or deepfake campaign are classified. To these ends, this paper focuses on 
answering two fundamental questions:

 	 ▪ What are the right questions to ask when a government agency contemplates using 
deepfakes to further its mission?

 	 ▪ Who should be responsible for asking these questions and who should approve or reject a 
request to use a deepfake or perform a deepfake campaign? What processes and governance 
mechanisms should these people use when contemplating deepfake use in military and 
intelligence settings?

To answer these questions, this paper presents five hypothetical security-related scenarios a 
democratic government might confront. The authors conducted interviews with six leaders who 
have expert knowledge in both AI technology and national defense. These include a retired U.S. 
general, a retired U.S. intelligence agency chief, a leading EU think tank employee working in 
disinformation and technology, a senior tech company executive, a retired general from Asia, and a 
former senior lawyer at the White House and National Security Council (NSC). The authors engaged 
in a discussion with each of these experts on the what and who questions listed above. This report 
summarizes the authors’ methods and findings. 

This paper argues democratic governments should consider several issues before they deploy 
deepfakes. First, how effective is the deepfake likely to be, especially if other methods are available? 
Second, will the deepfake be visible to a narrow audience (e.g., just the inner circle of a foreign 
terrorist organization) or a broad one (such as an entire country or the citizens in the government’s 
own country)? Third, could the deepfake harm innocent civilians, distorting their views on 
important issues? Fourth, does the proposed deepfake use comply with applicable international 
law? Fifth, is the deepfake portraying a truly prominent and influential person, such as a president 
or religious or social leader, or is it portraying a less important person? Sixth, is the deepfake part of 
a tit-for-tat process or to protect a country’s people from immediate harm, or is there a lesser goal? 
Finally, how likely is it that a deepfake will be traced back to the home country, with potentially 
profound repercussions for a government’s relationship with its own people? To answer these 
questions, the authors recommend a deepfake equities process that brings together a range of 
stakeholders to determine whether the deepfake should be used, with the initial presumption being 
that, in general, deepfakes should not be used.

Potential Risks for Democratic Governments
A previous report by two of the authors on this topic details the potential uses of deepfakes in 
conflict settings as well as the costs and risks.15 Several risks are worth noting for democratic 
governments in particular. The loss of trust that the population of a democratic nation has in both 
offline and online media and news sources will be the first casualty, making it easier for adversaries 
to sow disinformation that divides a target population and for antigovernment domestic actors 
to use the deepfake to degrade public trust in the government. This loss of trust, in turn, may 
allow such adversaries to influence elections, reduce support for the target nation’s military and 
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diplomatic activities, encourage riots and internal conflict, sway stock markets, and more. As 
democracies depend on open communication and informed voters, anything that interferes with 
these concepts—such as deepfakes—should be viewed with concern.

As democracies depend on open communication and informed 
voters, anything that interferes with these concepts—such as 
deepfakes—should be viewed with concern.

A second major long-term risk of the use of deepfakes is the loss of credibility of the government 
that uses them. Once a government can be credibly accused of using lies as an instrument of state 
policy, the value of any statements they make could be diminished for years, if not decades, at 
home as well as abroad. 

Third, adversaries may benefit from the “liar’s dividend,” wherein they can explain away real 
evidence of corruption or abuse by claiming the information is fake.16
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Methodology

The authors created five scenarios in which a democratic government may be tempted 
to intervene. These five scenarios were shared with six leaders in the national security 
sector from three regions: the United States, the European Union, and Asia. The leaders 

represented four types of stakeholders: intelligence, military, industry, and nongovernmental 
organizations with an interest in the topic.17 

Election Scenario
Country X is rich in oil, minerals, and other natural resources and has a government that is not friendly 
to Western countries. The leader of Country X is an unsavory character responsible for human rights 
abuses and linked to international terrorist groups. In the aftermath of recent elections, Country X is 
experiencing political instability, with many protests and moderate and pro-Western leaders credibly 
contending the election was stolen from them. In the midst of ongoing instability, intelligence agencies 
propose to use deepfakes showing the leader of Country X thanking a Western diplomat for sending him 
money, receiving a payoff from a wealthy national of Country X, laughing at the deaths of citizens of 
Country X in protests, and ordering ballot boxes to be stuffed with fraudulent ballots. The intelligence 
agencies hope this will discredit him and contribute to his downfall.

This scenario is intended to address a common foreign policy challenge: an adversarial government 
that is also repressive to its own people. Such governments often threaten U.S. and allied interests 
and harm their own people, though rarely do they pose a grave threat.
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Genocide Scenario
Country Z is run by a small cabal whose leader (L1) is planning a genocide of a minority group that 
constitutes about 15 percent of the population. Unbeknownst to L1, his intelligence chief (L2) has had 
discussions with Western governments about the future of the country, including turning against his 
boss, possibly to save himself or to gain power. He wants your government’s help overthrowing the leader, 
preventing a genocide, and becoming the leader of a government that will be better and more closely 
aligned with Western principles. The time has come to overthrow L1. To do so, your country’s intelligence 
agency has generated deepfake videos of L1 boasting about the amount of money he has stolen from the 
treasury and stating that most members of the majority group are stupid and will have to follow him 
even though the minority group poses no threat. Western intelligence agencies hope that this deepfake 
will reduce L1’s support among the population of Country Z and enable L2 to gain enough momentum to 
take over and avert genocide.

This scenario is designed to test responses in one of the worst situations imaginable: the deliberate 
mass killing of civilians. Historically, the United States and other Western governments have not 
intervened effectively in such situations.18 Deepfakes offer one means of intervention that leaders 
might turn to in such a crisis.

Invasion Scenario
Country R is mobilizing its military forces and preparing to invade a small neighbor. Western 
intelligence learns Country R is preparing deepfake videos that show that its neighbor’s troops fired 
first at Country R’s forces and that the small state’s leaders were planning to oppress ethnic citizens 
living in Country R. Your government considers releasing a fake video of Country R’s leader boasting 
about creating fake videos and how easily he can fool his own people into believing what he wants. 
The hope is that the fake video will preemptively discredit Country R’s fake videos and decrease the 
popularity of Country R’s leader.

In this situation, the deepfake is being used in response to other fake videos—an attempt to fight fire 
with fire—in a situation involving potential war and human rights abuses. 

Stock Market Scenario
A criminal hacker group has released a deepfake video of a corporate billionaire saying his company’s 
latest research has not panned out and that such efforts are not likely to come to fruition for the next 5–10 
years. The company stock crashes, along with related stocks, and the hackers reap huge rewards. The 
billionaire is politically connected, and he reaches out to his government (Western Country X), demanding 
it help prevent this foreign attack from destabilizing the market and ensure other companies (especially his) 
are safe. Desperate to stabilize the market and prevent contagion, Country X decides to release a deepfake 
video of a known critic of the company saying the report is false and the technology is sound.

To determine if government use of deepfakes is appropriate outside a traditional security context, 
this scenario explores a different situation: a private citizen and a company seeking assistance. In 
addition, the information in this deepfake is at least partially true.
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Intellectual Property Theft Scenario
Company C is a world leader in the pharmaceutical industry. It invests massive amounts of money in the 
design of new drugs for a variety of diseases. Company C has been previously hacked and is fearful the 
designs for a new blockbuster drug will be stolen by adverse nation-states. It designs deepfake materials 
(text documents, images, videos, PowerPoints) that are close enough to the real design to appear 
highly credible, even to experts, but are flawed enough that the designs do not work. The idea is that an 
adversary who steals a fake design will execute the design and waste an immense amount of time and 
money developing a product that does not work.

This last scenario explores another commercial use of deepfakes. In this case, the deepfake is 
defensive and may never be seen by anyone other than its creators.
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Questions to Ask If  
and When Governments 
Contemplate Using 
Deepfakes

All the experts interviewed expressed deep concerns about governments using deepfakes. 
They were united in their view that deepfakes should be used only in limited settings and 
under authorization from appropriate authorities. However, there were differences in 

their opinions about when deepfakes should be used, which scenarios were appropriate, how they 
should be used, and who should authorize their use. 

Drawing on the interviews, Figure 1 summarizes the key questions that should be asked when a 
government contemplates the use of a deepfake. These questions address (1) the likely efficacy 
of the deepfake, (2) its audience, (3) the potential harms, (4) the legal implications, (5) the nature 
of the target, (6) the goal of the deepfake, and (7) the traceability of the deepfake back to the 
originating democratic government.

1.	 Efficacy

What is the intended purpose of the deepfake? Will using the deepfake achieve the desired purpose? Are 
there other ways to achieve the intended goal that do not involve deception?

Deepfakes may fail to achieve their goals or may make only a marginal difference. As an example, 
consider the election scenario. A senior intelligence official might believe that generating a deepfake 
of the unsavory leader will lead to his downfall. However, the reality might not be so simple. 
The leader may (correctly) argue the video is a deepfake created to tarnish his image. He might 
additionally invoke the specter of a U.S. or other foreign takeover of the country and argue that 
the deepfake is an attempt to grab control of the country’s mineral wealth, creating a nationalistic 
backlash against the United States in favor of the dictator. 
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Or consider the genocide scenario, where 
the leader of Country Z is planning to kill 
many members of the country’s ethnic 
minority. In the long run, it may be wiser to 
disclose true evidence of the leader’s plans, 
as well as evidence pointing to prior acts of 
ethnic cleansing he might have carried out 
at a smaller scale. An influence campaign 
that puts out honest information, such as 
via the country’s cell phone network, might 
be less easily refutable by the leader. 

However, there may be reasons to use a 
deepfake to make accurate but inaccessible 
acts more apparent. In the context of 
this scenario, a retired non-U.S. military 
leader argued,

If the deepfake is replicating 
something where it is difficult to 
get videos of actual facts and you 
make a video that is based on the 
truth to avoid something worse from 
happening, in those cases I would say 
it is justified as long as it is based on 
the truth.

The interviewee added, 

Anything based on falsity is not 
likely to be effective. If you base 
your narratives on the truth and 
use deepfakes to protect the truth, 
it will be effective. Otherwise, it 
will eventually be exposed and 
be ineffective and lead to loss 
of credibility.

Thus, at least during times of extreme danger, interviewees expressed some support for the use 
of deepfakes when they are merely representations of the truth, even if the video is itself fake. 
But also consider that how to represent “the truth” may not be so straightforward, particularly in 
contentious situations.

Figure 1. Deepfake Use by Governments: 
The Questions to Consider 

Source: Authors’ analysis. 
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In the intellectual property (IP) theft scenario, the deepfake is intended to have an effect only after 
a criminal act is performed (i.e., the theft of the IP). Only after the criminal act happens does the 
deepfake impose costs on the IP thief. Such costs include inducing delays in the IP thieves’ projects, 
inducing additional uncertainty in the thieves’ minds about whether the stolen material is real or 
fake, and frustrating adversaries. Also, there is less risk of the deepfake reaching a broader audience 
that then accepts it as true. All but one interviewee was enthusiastic about the use of deepfakes in 
this scenario.

In the case of the stock market scenario, a former senior White House official stated the critic 
portrayed in the deepfake would “immediately jump up and deny” they ever made the statement. 
Such a quick and emphatic denial might blunt any desired outcome of the deepfake and could cause 
volatility that makes the situation worse, further undermining the credibility of those who endorse 
the deepfake.

2.	 Audience

Who is the target audience for the deepfake? Is it a domestic audience? A highly focused audience? Or is 
the deepfake expected to reach a large number of people?

A key question when contemplating the use of a deepfake is whether it can be disseminated so that 
only a small, focused group of people end up seeing it. Multiple experts pointed out that once a 
deepfake is in the public domain, it may spread rapidly and uncontrollably. One retired U.S. military 
officer said, “The idea that you will produce some deepfake material and then it will only play in the 
specific context for the specific audience is really difficult. You can’t control it.” 

However, for example, if an intelligence agency were to generate a deepfake of two senior Russian 
security officials, such as Foreign Intelligence Service (SVR) chief Sergey Naryshkin and General 
Valery Gerasimov, discussing something potentially treasonous and then strategically leak it to 
Russian president Vladimir Putin, the audience for such a deepfake would be very small. The 
deepfake would not deceive the entire Russian population or other large audiences. In this regard, 
a former senior White House attorney said, “Deepfakes should not leak into the bloodstream of the 
internet. . . . [If there are going to be] lots of eyeballs on a deepfake, don’t go there.”

A key question when contemplating the use of a deepfake is 
whether it can be disseminated so that only a small, focused 
group of people end up seeing it. 

Nevertheless, it is difficult to anticipate the size of the audience affected by a deepfake. In the above 
example, only a few people might initially view the deepfake, but if they act on this “intelligence,” 
believing it to be true, they might take actions that affect millions of people. One interviewee 
expressed concern that even if such use of a deepfake were successful, the truth might leak months 
or years into the future. For example, a prominent news outlet such as the New York Times might 
write a piece titled “How the Biden Administration Fooled Putin” six or twelve months after the 



Government Use of Deepfakes  |  11

deepfake was used. Such a story might severely compromise real evidence the United States offers 
in future national security situations. Given that clandestine U.S. operations and collection methods 
regularly leak, it is plausible, even likely, that reports of deepfake use would leak too. In addition, as 
deepfake detection technology improves, a deepfake used today might be uncovered in the future.

All interviewees agreed that governments should not try to use deepfakes to influence their own 
population. As a retired non-U.S. official at the level of general stated, “If we are using cognitive 
means against anybody, you should not misinfluence your own population.”

However, there was some support for using deepfakes generated in a foreign language, making it 
unlikely the majority of the U.S. population would understand the content of the deepfake, though 
the use of subtitles or automated translation tools could easily change this. Further, the images 
themselves might be easily understood even without audio translation. One corporate leader with 
deep expertise in AI said, “Is there a risk to the domestic population if a deepfake used in a foreign 
country uses a foreign language? Yes, and [it] still needs guardrails if it gets to the U.S.”

If a government deploys a deepfake overseas, even in a foreign language, is there still a risk it 
will affect the domestic population? If a deepfake directed at an overseas population emphasizes 
rising crime in that country or other social problems, it might influence travel blogs, social media 
commentary, or other information that would affect whether Americans travel to a part of the 
world. It might even influence U.S. immigration policy and attitudes toward the country in question.

Another important question to consider is, Who are the possible beneficiaries of the deepfake’s use? 
The country’s citizens as a whole? A specific individual, company, or industrial sector? In the case 
of the stock market scenario, the direct beneficiaries are limited. All interview subjects were united 
in the view that the government should not be in the business of helping individuals or private 
corporations foster lies to the population, even if the request for help comes due to an attack by a 
foreign state. In the stock market scenario, the billionaire could, as a citizen, ask the Federal Bureau 
of Investigation (FBI) (or the equivalent for other democratic governments) for help in investigating 
the origins and perpetrators of the deepfake that targeted him rather than ask the government to 
run deepfakes to correct the market, which would deceive the American people and others.

3.	 Harms

Who might be harmed by the deepfake? What is the probability the deepfake will harm innocent civilians? 

All subjects interviewed were deeply concerned a deepfake might harm innocent civilians. 
According to one interview subject, “There should be no unintended harm to civilians.” 

In the election, genocide, and invasion scenarios, the goal of the deepfake is to destabilize an 
abhorrent leader. The main people likely to be directly harmed are the despicable leader and 
the leader’s close supporters. However, if the deepfake leads to civil unrest (e.g., if people rise 
up against the leader), then protesters may be injured or killed. Then the leader might simply be 
replaced by another leader with similar or more extreme goals. The use of the deepfake might lead 
to the deaths of innocent civilians but not avert the threat.
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A shared goal in the election, genocide, and invasion scenarios is to discredit or destabilize the 
leader. But what if the leader escalates the scenario out of fear, paranoia, perceived self-defense, 
or something else and cracks down on the population, a neighboring country, or the country 
perpetrating the deepfake? It is difficult to predict how an adversary would respond to the 
deepfake, and some responses could foster tremendous harm.

Additionally, in the case of the IP theft scenario, harms may occur to innocent people. For instance, 
suppose a Chinese entity steals the design documents for a hypersonic missile from a U.S. company, 
and suppose that company had generated 99 fake versions of that design document by using a large 
language model or a system specifically focused on generating believable fake technical documents 
to deter IP theft.19 Further, suppose the entity responsible for the theft has analyzed all 100 versions 
of the document (1 real, 99 fake) and decided a specific version (v) is the real one. The assessment 
that v is real is incorrect (i.e., the deception by the victim company was successful). The IP thief 
executes on the design, but during testing, the missile blows up, killing six employees of the Chinese 
entity. In this case, the victim of the IP theft might argue it is not responsible as the deadly outcome 
was a direct consequence of a criminal act perpetrated by the Chinese entity and, hence, the 
Chinese entity should be held responsible for its misdeeds. All but one of the interviewees accepted 
this argument. 

4.	 Legal

Will the contemplated use of a deepfake under the circumstances violate international law? 

International law has a role to play when states use deepfakes in their interactions with other 
states. But how international law regulates cyberspace generally, much less deepfakes specifically, 
lacks clarity. States, experts, and scholars have debated for more than a decade how international 
law applies to activities in cyberspace. While areas of agreement have emerged, several published 
positions reveal the many divisions and uncertainties.

Determining how international law applies to deepfakes raises new issues beyond those that 
scholars focus on when analyzing cyberattacks. Peter B. M. J. Pijpers, when analyzing influence 
operations, describes cyberspace as consisting of three dimensions: physical, virtual, and 
cognitive.20 International law, like most law, focuses on the physical world. For example, if foreign 
actors enter another state and surreptitiously destroy election ballots before they are counted, 
this would be a clear violation of the state’s sovereignty and the principle of nonintervention. With 
the advent of the internet, however, a state can affect activities in another state through a virtual 
dimension without entering another state’s physical world. These virtual activities can result in 
direct physical impacts—for example, hacking that causes the destruction of computers and other 
physical devices. These virtual activities can also cause virtual damage, such as manipulating voting 
tallies on a machine or in a database, which might be considered analogous to physical effects when 
analyzed under traditional international law.

Deepfakes, which are deployed in the virtual dimension but are focused on having an impact in 
the cognitive dimension of cyberspace, present new challenges for international law. Given the 
recent emergence of deepfakes, it is not surprising that the body of literature on this topic is small. 
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Nevertheless, for the purposes of this paper, the authors can outline at a high level the principles 
and rules most likely to apply and that states should consider when deepfakes are used in the 
national security context.

Deepfakes, which are deployed in the virtual dimension but 
are focused on having an impact in the cognitive dimension of 
cyberspace, present new challenges for international law. 

Before analyzing the hypotheticals presented, it is important to recognize that a state’s use of 
deepfakes will involve far more than simply creating the deepfake. For example, states will have 
specific goals, and consideration of the context will play an important role in the legal analysis. 
States will also decide how to deploy the deepfake or campaign of deepfakes using specific social 
media channels or other methods of publishing and disseminating content. States might hack social 
media accounts, news organizations, or other organizations, including in the targeted state, to 
disseminate content. Or states might deploy individuals in the targeted state to carry out these or 
related activities. These examples illustrate some of the context that should be considered when 
a state uses deepfakes. Considering the context will greatly inform the analysis of whether the 
activities related to a state’s use of deepfakes complies with applicable international law.

To begin, it will be useful for states to consider whether the use of deepfakes involves use of 
force, the threat of force, intervention in the domestic affairs of another state, or violation of the 
sovereignty of another state.21 When engaged in armed conflict, states cannot engage in perfidy, 
which applies to “acts inviting the confidence of an adversary to lead him to believe that he is 
entitled to, or is obliged to accord, protection under the rules of international law applicable in 
armed conflict, with intent to betray that confidence.”22 Michael N. Schmitt in the Tallinn Manual 
2.0, a compilation of expert views on the application of international law to cyber operations, 
provides an example of perfidy: “Consider the case of a perfidious email inviting the enemy to a 
meeting with a representative of the International Committee of the Red Cross, but which is actually 
intended to lead enemy forces into an ambush.”23

Contrast perfidy with a “ruse” of war, which is not prohibited. According to the Protocol Additional 
to the Geneva Conventions (Protocol I), ruses are acts that are “intended to mislead an adversary or 
to induce him to act recklessly but which infringe no rule of international law applicable in armed 
conflict and which are not perfidious because they do not invite the confidence of an adversary 
with respect to protection under that law.”24 Protocol I provides traditional examples of ruses such 
as “use of camouflage, decoys, mock operations and misinformation.”25 The Tallinn Manual 2.0 
provides several examples of ruses, including simulating nonexistent forces, transmitting false 
information showing operations beginning, feigned cyberattacks, bogus orders purportedly issued 
by the enemy, and transmitting false intelligence information intended for interception.26 
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According to Protocol I, states must also consider that “in the conduct of military operations, 
constant care shall be taken to spare the civilian population, civilians and civilian objects.”27 The 
Tallinn Manual 2.0 states, “The term ‘spare’ refers to the broad general duty to ‘respect’ the civilian 
population, that is, to consider deleterious effects of military operations on civilians.”28 

To determine the propriety of using deepfakes, a state may have considered the prior activities 
of the target state, which may have precipitated a response. For example, proportional 
countermeasures may be appropriate even when not engaged in armed conflict.29

Outside of armed conflict settings, the principle of sovereignty prohibits acts that “interfere 
with, or usurp, an inherently governmental act or cause such effects on the territory.” 
Protected governmental acts include elections, crisis management, and national security.30 The 
following analysis of the scenarios begins with sovereignty as it “is a foundational principle of 
international law.”31

International law scholars generally do not view cyber espionage as a violation of sovereignty, and 
some contend this even when such activities take place within another state’s territory or cause 
territorial effects.32 Eric Talbot Jensen writes that these scholars “for instance . . . are of the view 
that remote cyber activities that violate domestic law on espionage would not, in themselves, violate 
international law.” 33 Some states argue that sovereignty is not a rule but a foundational principle on 
which the use-of-force and nonintervention principles are based, meaning that noncoercive cyber 
operations and deepfakes would not violate international law.34 

While often discussed together, sovereignty and nonintervention must be differentiated, as 
sovereignty focuses on territorial control and governmental acts and does not require coercion.35 
Nonintervention is seen to emanate from sovereignty.36 Nonintervention “prohibits States from 
engaging in coercive interference, directly or indirectly, with the domestic affairs of another State.”37 
Case law illustrates the application of nonintervention as a customary rule.38 The International 
Court of Justice has defined the protected affairs of a state, known as the domaine réservé, as “the 
choice of a political, economic, social, and cultural system, and the formulation of foreign policy.” 39 
According to Pijpers, “The domaine réservé . . . is the area ‘in which each State is permitted, by the 
principle of State sovereignty to decide freely.’”40

Nonintervention requires coercion, but coercion lacks a universal standard and is not well defined. 
Robert Jennings and Arthur Watts state, “To constitute intervention, the interference must be 
forcible or dictatorial, or otherwise coercive; in effect depriving the State intervened against of 
control over the matter in question.”41 Schmitt defines coercive action as “intended to cause the 
State to do something, such as take a decision that it would otherwise not take, or not to engage in 
an activity in which it would otherwise engage.”42

According to Schmitt, the Tallinn Manual 2.0 says that states should also consider due diligence, or 
their obligation “to ensure that their territory is not used as a location from which cyber operations 
having serious adverse consequences for the target State are launched.”43 But this would not require 
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a state to monitor or prevent cyber operations, only to stop them when the state has notice.44 Many 
states, however, reject the notion that due diligence is required.45

Turning to the hypotheticals, how might international law principles and rules apply to a country’s 
use of deepfakes? A country using deepfakes would intend to cause a specific outcome and would 
undertake action to disseminate the deepfakes, providing many additional facts to inform the legal 
analysis. Even without these additional facts in hand, one could consider the international law 
principles and rules that might apply.

In the election scenario, targeting an election—an inherently governmental function—implicates the 
principle of sovereignty. A certain magnitude of state action is required to violate another state’s 
sovereignty, but neither physical damage nor loss of functionality is required when an inherent 
government function is involved. Additionally, propaganda aimed to influence an election result, 
which could possibly describe the activity in the election scenario, is usually allowed.46 Likewise, for 
the nonintervention principle to apply, the use of the deepfake would need to be coercive, which 
seems unlikely based on the facts described. Thus, the country’s use of a deepfake in this scenario 
might not run afoul of international law, depending on the country’s intent and other facts that 
would emerge.

In the genocide scenario, the clear human rights violations may justify the use of deepfakes, 
notwithstanding principles of sovereignty and nonintervention, particularly when neither leader 
seems to enjoy legitimacy.47

In the invasion scenario, the contemplated deepfake would not have a direct impact in the target 
country and is likely to be seen as propaganda that does not implicate the principles of sovereignty 
or nonintervention. If the deepfake leads to an indirect coercive impact in the target state and 
the state that used the deepfake intends to cause this coercive impact, a majority of experts in 
the Tallinn Manual 2.0 take the position this would violate the principle of nonintervention.48 In 
the scenario for this paper, the authors have not ascribed any such intent to the state using the 
deepfake. In the invasion scenario, there may also be a humanitarian justification for intervening.49 
The deepfake could also be justified as a countermeasure, though experts are split on whether a 
non-injured state can undertake countermeasures on behalf of another state.50

For the stock market scenario, it is unclear whether other states will be affected by the deepfake and 
thus whether and how international law should apply. To the extent it is relevant, cyberattacks that 
result in economic damages may give rise to a countermeasure claim.51

For the IP theft scenario, if only private actors are affected, international law likely has no role. 
In this instance, the harm occurred only because a counterparty committed the wrongful act of 
stealing Company C’s IP. In an extreme case, if the home country is aware of Company C’s actions 
and there is a high likelihood of harm to another country, under the due diligence doctrine the 
home country might be obligated to take appropriate action to stop these acts. Even then, many 
states do not accept the due diligence doctrine.
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5.	 Target

Who or what is the intended target of the deepfake? Is it the president of a country or a prominent person 
such as a political or religious leader? Is it a living person?

Consider the invasion scenario. Suppose an intelligence agency wants to create a deepfake of 
President Putin saying something false. The bar for approving such a deepfake should be the highest 
possible. In the United States, it might require approval from the president, while in some EU 
countries, the approving authority might be a prime minister, especially if the deepfake were to be 
disseminated widely in Russia and beyond. To quote one interviewee, a retired U.S. military leader 
at the level of general or higher, “Deepfakes of a national leader would need presidential approval 
under a finding from the White House.”

Another U.S. military leader at the level of general or higher stated that U.S. presidents may be 
deeply reluctant to approve the use of deepfakes to target the leader of a foreign nation because of 
the precedent it would set: “A POTUS tends to think a lot about precedent—are we creating the right 
precedents? Subordinates tend to be more focused on objectives.” The same individual went on to 
say, “The slippery slope argument is very strong, and the costs may be higher than we anticipate.”

In both the election and genocide scenarios, one corporate leader said, “If a human rights abuser 
uses a deepfake, I can see doing a lot of other deepfakes to discredit the first (e.g., 100 variations) 
to educate people.” Simply put, if the leaders of the two countries involved in these scenarios use 
deepfakes, then targeting them with deepfakes might be considered an appropriate response.

However, if the deepfake portrays a fictional version of a real event occurring on the ground 
(e.g., a genocide) for which there is compelling evidence, then disseminating a deepfake image 
or video representing the event may be fair because (1) the event is real and compelling evidence 
(perhaps nonvisual) exists; (2) there may not be real, compelling imagery or video because anyone 
capturing such imagery would be killed or placed in harm’s way; and (3) no single world leader is 
being explicitly portrayed in the deepfake. Thus, some of the interviewees were comfortable with 
disseminating a deepfake image of a burial pit with bodies to illustrate what is really happening 
in a country at war. Nevertheless, such use has risks. For instance, how does the government 
creating the deepfake know its portrayal of the burial pits is consistent with reality? Will the use of 
a deepfake backfire, convincing people that the real burial pits are nonexistent because a deepfake 
was used? Considerable effort would be needed to ensure the deepfake accurately represents, and 
is believed by the public to be, the reported reality. In addition, both civil society and investigative 
journalist groups such as Bellingcat often offer their own highly credible reports, which is vital in 
democratic systems.

Another alternative is to release the deepfake publicly but clearly label it a deepfake. In essence, 
the deepfake would be a dramatization of real events, which frequently occurs in documentaries 
and films.

Whether the subject of a deepfake is living or dead also should matter. A dead person cannot lose 
power or money or otherwise suffer harm. On the other hand, consider that others close to the 
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dead person may be harmed. The deniability of the deepfake is also affected, as the person in 
question cannot simply say the video is fake.

6.	 Goal

What is the goal of the deepfake? Is it intended to protect the nation’s citizens from immediate harm? Is it 
a tit-for-tat response to deepfake use by another government? Is it intended to educate a given population 
about deepfakes and suggest they be wary of any content they see?

The interviewees largely agreed it was acceptable for governments to use deepfakes under three 
circumstances: an immediate threat, a tit-for-tat response, or education and discrediting.

Immediate threat. At least one U.S. military leader felt using a deepfake in response to an 
immediate threat was potentially acceptable as long as no other measures were available to defeat 
the threat. However, he cautioned, 

The deepfake is still not something I would do unless there is an imminent threat because 
there are all these other tools you can use rather than try to put words in the mouths of 
these leaders, and the potential for boomerang is still too high.

Thus, an immediate threat might constitute one set of circumstances where deepfakes could be 
used. For instance, in the case of the genocide scenario, there may be members of the minority 
group who are U.S. citizens living in the country where the potential genocide would occur. As 
in the case of the Rwandan genocide of 1994, a U.S. president may be deeply reluctant to deploy 
U.S. troops to avert the genocide, and the presence of UN peacekeepers may not be useful. In such 
cases, it might make sense to use deepfakes to avert the genocide. 

In some cases, the deepfake does not necessarily need to be believable in the long term. In the 
genocide scenario (or in cases of military deception), the deepfake could be circulated among the 
target state’s leaders to misguide them into leaving a certain area exposed, allowing the at-risk 
population to be evacuated. However, the use of deepfakes in the invasion scenario may not make 
sense if the potential for retaliatory deepfakes or a kinetic response by the country in question is high.

Tit for tat. Would it be acceptable for the United States to use deepfakes in retaliation for deepfake 
use by a foreign government? One non-U.S. military leader saw nothing wrong in doing so: “Tit-for-
tat countering may be OK. . . . If an adversary is trying to create strategic effects in the victim nation, 
then the way international law is framed, in the interim, I would say the same logic should apply.”

A corporate leader likewise supported tit-for-tat use of deepfakes. He advocated a “no-first-use 
policy” but said “it is OK to respond in kind to use by a bad guy.” He went on to say that he was “OK 
with using deepfakes defensively,” and in such a case the actors “must flood the internet when such 
deepfakes are deployed, as one message doesn’t work well.” 

Thus, according to both these experts, in the case of the Zelensky video referenced earlier, it 
would have been acceptable for Ukraine to target Putin not just with one retaliatory deepfake but 
with a large number, presumably as a deterrent for future deepfake use by Russia. Appropriate 
authorities must answer the question of what constitutes a number that is large but not so large 
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that it is escalatory. Such an effort, however, might poison the internet even further, perhaps to the 
detriment of billions of ordinary users.

Perhaps the best response to a foreign deepfake may be other cyber means. A former senior White 
House attorney and NSC member stated that if Russia is spreading deepfakes inside the United 
States, the United States should “get out in front of Russia’s deepfakes and punch down the story.” 
The interviewee was also supportive of “shut[ting] down Russia’s efforts to create/spread the 
deepfakes using cyber tools.”

Education/discrediting. Can a deepfake be used to show how convincing deepfakes can be? Can 
AI-generated deepfakes be used to educate a population and make them understand they should 
not trust everything they see? One industry expert stated the use of deepfakes to educate the 
population about deepfakes is perfectly acceptable. This interviewee, who has in-depth knowledge 
about YouTube’s policies, remarked, 

Educational use—don’t believe what you see—is OK. For example, YouTube approved a 
deepfake of “[the] pope in [a] puff jacket” if it was posted for educational purposes but 
would block it if it was used as an ad or in a way intended to create harm.

Of course, when deepfakes are used for educational purposes, they should be clearly marked 
as deepfakes.

7.	 Traceability

What is the probability of the deepfake being traced back to the creator? What will the blowback be in the 
event it is attributed to the government that created it?

When a government uses deepfakes in pursuit of its goals, the interviewees felt several questions 
must be asked: Will the deepfake be detected by other actors? How severe will the repercussions of 
the deepfake likely be, if they are publicly attributed to the country that created and distributed it? 
Will it implicate third parties (e.g., if Israel uses a deepfake, will it implicate the United States)? 

The experts had deep concerns about detectability and blowback. One U.S. military leader at the 
level of general or higher stated the importance of intelligence tradecraft: “If we do this, can they 
trace it back to us? Is there something inherently identifying that is traceable back to us?”

Another U.S. military leader said the amount of blowback “should be linked to the approval process 
all the way up to the NSC.” Simply put, a deepfake, especially one of a foreign leader, may need 
very high levels of approval up to the highest levels of the U.S. government. He went on to posit 
a hypothetical scenario: “Suppose a Silicon Valley firm releases a deepfake of Xi Jinping. What 
about his reaction? They would blame the USA. This is coming.” This suggests the need for a more 
compelling set of guardrails against corporate and individual use of deepfakes to target foreign 
states or their leaders.

In contrast, a former senior White House and NSC lawyer stated, “If a covert action finding had 
previously been approved, then the CIA alone would decide if deepfakes should be used.” Speaking 
on the same topic, a non-U.S. military leader said, “Who created the deepfake doesn’t matter. It 
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is about who is endorsing and authenticating it.” Thus, in the case of a Silicon Valley company 
releasing a deepfake, the military leader suggested the U.S. government should not endorse the 
deepfake or distribute it in any way, even if it represents a reality. Perhaps, in this case, the U.S. 
government’s immediate action should be to disavow the corporate deepfake and immediately take 
action to hold those responsible to account to the fullest extent of the law.

Who Should Manage a Deepfake Equities Process?
The above questions are important to ask—but equally important is who is asking them. Democratic 
countries should create a deepfake equities commission (DEC) to weigh the answers to these 
questions. The following is a discussion of how this might work in the United States.

The DEC should be a White House–run interagency working group chaired by an NSC senior 
director. It should include one representative from each of the Departments of Defense, Justice, 
State, and Treasury as well as a representative from the Office of the Director of National 
Intelligence to ensure that different perspectives are brought together. In addition to these 
national security and legal perspectives, it is necessary to bring in representatives who can weigh 
the domestic effects—something outside the traditional national security realm—which may 
require bringing in an appropriately cleared representative from civil society to represent the 
public interest.

Because of the novelty of deepfakes and their potentially broad effects on the American people, any 
recommendation for deepfake use by the U.S. government should be approved by the president. 
Should deepfake use become more common, it is plausible there may be established categories for 
use that are preapproved, but for the initial stages and possibly beyond, their importance and the 
precedent they might set require the highest level of approval. Similarly, if deepfakes are used as 
part of an ongoing conflict, authority may be delegated to the secretary of defense or another high-
ranking subordinate until clear use categories are established.

Other countries will have different institutional arrangements, but the same basic principles should 
hold. Different parts of the government representing different commercial and security perspectives 
should be brought together, as should individuals representing the informational health of the 
polity. Because of the novelty and potential impact of deepfakes, the top elected official, such as the 
prime minister in countries with a parliamentary system of government, should approve their use.

When a situation arises where use of a deepfake might be considered, the relevant agency should 
present the use case, with particular detail not only on the immediate effects but also on the 
potential blowback to the home country’s people, allies, and the credibility of the government 
should the deepfake use be discovered. For example, if the goal is to discredit a foreign military 
official, the Department of Defense might propose a deepfake. The scenario would not only outline 
the content of the deepfake and its anticipated effects on the adversary’s military but also how it 
might shape public opinion inadvertently in the United States (or the home country contemplating 
deepfake use) and in allied countries. Officials from other agencies would weigh in on its legality, 
diplomatic consequences, and other ramifications. The designated official representing U.S. 
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public opinion would also weigh how dangerous the information would be if it infected domestic 
discussion. Other officials might review its necessity, as there may be more traditional cyber or 
other operations that have a more established precedent that could achieve the same intended 
effects. Finally, all involved officials would discuss the implications for other policy goals if the 
United States were associated with deliberately promulgating false information. 
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Conclusion

Deepfakes are a new information tool, and it is important to think about their use and 
consequences now rather than wait to cobble together a policy following haphazard usage 
by U.S. government agencies or allied entities. This process is particularly important as 

deepfakes have profound consequences for the long-term credibility of any government and can 
shape and potentially worsen domestic political debates.

Although it is tempting to simply declare that a government will never use deepfakes, their potential 
power and reach make them attractive tools. Governments, however, may want to act—at times, 
for the best reasons—without thinking through the long-term implications of deepfake use. Thus, 
deepfakes must have a set of rules and criteria to guide their use and ensure governments are 
considering all relevant factors and long-term as well as short-term perspectives. For these rules 
to work in practice, governments must draw on a range of perspectives, including those beyond 
the traditional national security realm, when discussing deepfake use. Although the authors 
have presented some initial criteria, rich debate and observations on the use of deepfakes in 
practice by other governments will inform how to weigh these factors and what to add to ensure 
robust practice.
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Appendix

A deepfake of a computational artifact (e.g., an image, a piece of text, or an audio or video 
clip) is a synthetic version of the artifact that is generated using advanced AI techniques. 
Machine learning classifiers have been trained for well over a decade to distinguish 

between real and fake artifacts. Since 2017, new generative AI techniques have created increasingly 
hard-to-detect fakes. 

One popular technique, generative adversarial networks (GANs), considers the generation of fakes 
in terms of a game: A generator module in the GAN generates fake artifacts, while a discriminator 
module (a machine learning classifier) in the GAN tries to detect which of a set of artifacts (both 
real and fake) are fake. The discriminator reports the results, which the generator then uses 
as feedback to generate better fakes. This iterative process (generate-discriminate-feedback, 
generate-discriminate-feedback, and so on) continues until an equilibrium is reached and neither 
the generator nor the discriminator can substantially improve at its task in subsequent iterations. 
Numerous organizations worldwide have adapted and improved GANs and other AI techniques, 
such as Stable Diffusion, providing ready access to a huge number of AI tools capable of generating 
deepfakes for a wide variety of multimodal artifacts.52 

Table 1 presents a range of artifacts and generation tools that could be used to generate different 
kinds of deepfake content. 
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Table 1: Well-Known Synthetic Computational Artifact Generation Tools 

Artifact 
type

Name URL

Image

Dall-E 2 https://openai.com/dall-e-2

MidJourney
https://www.midjourney.com/
home/?callbackUrl=%2Fapp%2F 

DreamStudio https://dreamstudio.ai/ 

Firefly https://www.adobe.com/sensei/generative-ai/firefly.html 

Runway https://runwayml.com/ 
Audio

Resemble https://www.resemble.ai/ 

VoiceBox
https://about.fb.com/news/2023/06/introducing-voicebox-ai-
for-speech-generation/ 

Murf
https://murf.ai/?gclid=CjwKCAjw_aemBhBLEiwAT98FMhdLcF_
XJvpbi3lBxl-UneiR24QWvjG1LFP6zJSYNu57wyw_
aUaMwRoCNp8QAvD_BwE 

Play https://play.ht/ 

Speechify https://speechify.com  
Video  

Synthesia https://www.synthesia.io/home

Pictory https://pictory.ai 

Lumiere https://lumiere-video.github.io/ 

Stability* https://stability.ai/ 
* Also generates audio.

Source: Authors’ compilation.
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